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Abstract—Architectural complexity analysis plays an important
role in the design of complex systems and System of Systems
(SoS). In this process, a central problem is how to define the
complexity indicator in the SoS level. This paper discusses a
preliminary study on the architectural complexity analysis of
the BRIDGE system, a typical large-scale emergency rescue
management system. The traditional definition of architectural
complexity, which has been successfully used to describe the
architectural complexity of military SoS, is not suited for this
case. This definition of architectural complexity, which consists of
the multiplication of several components of complexity indicators,
does not consider the varying importance of each component in
different types of complex systems and SoS. This paper proposes a
more general definition of architectural complexity by introducing
additional exponential weighting factors to model such domain-
related effects. Experts ratings on the relative importance of
pair-wise components to the architectural complexity are used
to estimate these weights. This new definition of architectural
complexity facilitates the incorporation of the subjective domain-
related knowledge and thereby provides a more flexible and rea-
sonable measurement on the architectural complexity of complex
systems and SoS.

Keywords—Complex Systems, SoS, Architectural Complexity,
Large-scale Emergency Rescue Management Systems, Alternative
Designing

I. INTRODUCTION

With the rapid development in systems engineering and the
urgent application needs in industry, System of Systems (SoS),
which can be seen as high-level complex systems, have been
attracting more and more attention of researchers [1–18].
Accordingly, System of Systems Engineering (SoSE), which
is described as “The design, deployment, operation, and trans-
formation of metasystems that must function as an integrated
complex system to produce desirable results” [1], has been
developed as a promising response for analysis, design, and
transformation of increasingly complex systems problems [2].

It is well known that complex systems problems and SoS issues
are different but closely related. Boardman et al.[3] presented
the distinguishing characters of SoS and the differences be-
tween complex systems and SoS. Keating et al.[2] analyzed
the relationship between complex systems and SoS, along
with framing questions and related topical areas. Undoubtedly,

the developments in complex systems and SoS will greatly
accelerate the research on each area respectively.

In the research of complex systems and SoS, a critical issue
is how to supply useful and timely decision making support
during the conceptual design and architecture phases by using
advanced methodologies and tools. This problem has received
a wide range of academic and industrial attention [14–19].
Both systems architecture designers and decision makers often
have to evaluate complex systems and SoS based on certain
indicators and criterion. The proposed methodology ideally
will help both of these to make the design and decision process
from an overall perspective more efficiently.

Due to the high complexity that complex systems and SoS
possess, the proper definition and evaluation of relevant in-
dicators from a high-level view becomes a basic and very
important problem. Once such indicators are determined, they
can be used to assess the complex system or SoS so that the
decision making support can be improved by considering all
relevant criteria. Some indicators on the system-architecture
level have been successfully used to analyze a specific SoS,
such as architectural complexity [14], and the total completion
time to a typical kill chain [15].

Many practical examples on complex systems and SoS have
been developed, from different methodology and application
points of view. An example is the BRIDGE1 system [19, 20].
This system aims to bridge different resources and agencies
in large-scale emergency rescue management and to supply
strong decision support to hundreds of professionals from
various organizations. References [19, 20] introduce a typical
incident command organization approach. A fictitious example
use-case named “The Chemical Incident”, is used to explain
how the BRIDGE collaboration technologies can support or-
ganizations in a large-scale crisis response scenario.

For the research on the BRIDGE system, less complexity is
preferred in many cases. It is important to study how to make
such decision support systems more efficient and less complex.
On the other hand, the architectural complexity can also be
thought of as an overall indicator and be used to evaluate dif-
ferent alternatives of the BRIDGE system architecture. Thus,

1http://www.bridgeproject.eu/en



how to analyze the architectural complexity of the BRIDGE
system, and other emergency rescue management systems, is
a fundamental problem: the problem this paper addresses.
The remainder of the paper illustrates how the complexity
of large-scale emergency rescue management systems can be
determined using the BRIDGE system as an example.

II. THE BRIDGE SYSTEM: AN EXAMPLE OF A
LARGE-SCALE EMERGENCY RESCUE

MANAGEMENT SYSTEM

The BRIDGE system is developed in the BRIDGE project,
which is a collaborative project co-funded by the Euro-
pean Commission within the Seventh Framework Programme
[19, 20]. It aims to increase safety of European citizens by
developing technical and organizational solutions that signifi-
cantly improve the capability of crisis and emergency rescue
management.

The BRIDGE system is a model-based automated support sys-
tem as well as an agent-based dynamic workflow composition
and communication support system. This system consists of
several components, including front ends or applications, back
ends and configuration tools, collaborating systems, informa-
tion repositories and networking tools. By using the BRIDGE
system, different people from different organizations can ef-
ficiently collaborate with each other and complete various
activities in large-scale emergency rescue actions.

To demonstrate how the BRIDGE system works in a large-
scale emergency rescue task, a use-case based on a fictitious
emergency rescue scenario, i.e., ”The Chemical Incident”, is
made [19]. Table I depicts an overview on how the BRIDGE
system plays its role in the four different rescue phases,
namely, initial phase, establishing phase, implementation phase
and international collaboration. At different time-points, the
different components of the BRIDGE system, i.e., BRIDGE
Master, BRIDGE Resource Manager and BRIDGE Informa-
tion Aggregator, are employed by different roles for communi-
cation and cooperation, including the Operational Management
Team, the Search & Rescue Team and the Incident Comman-
der.

Four principal activities are involved in the whole rescue
workflow, i.e.

• 1.0 Victim Tracking

• 2.0 Resource Acquisition and Logistics

• 3.0 Evacuation Support

• 4.0 Assessment and Awareness Support

These activities can be further divided into a sequence of
lower level functions to be completed, as illustrated in Fig.
1. The mapping of the different functions, that each available
system can perform, are also presented in Table II. Listed in
parentheses next to each available system is the total number
of functions that each system can perform. Table II also gives
the system abbreviation and system type.

In the architecture designing of the BRIDGE system, it is
important to know which alternative is better under certain
criteria. This requires the evaluation of alternative architectures
from different system groupings. For this purpose, this paper

proposes a novel measure of architectural complexity on the
BRIDGE system. The details will be discussed in section III.

III. ARCHITECTURAL COMPLEXITY ANALYSIS ON THE
BRIDGE SYSTEM

The following measure is defined to determine the architectural
complexity of the BRIDGE system,

C =

(
N1∑
i=1

P 2
i /N1

)α
×

 N2∑
j=1

ICMj

β

× (1 + logQ)
γ
. (1)

The meanings of symbols in Eq.(1) are given as below:

C - Architectural complexity
α - Exponential weighting factor
β - Exponential weighting factor
γ - Exponential weighting factor
N1 - Number of functionally & physically distinct

systems
N2 - Number of network interfaces used to transmit

data/information (both internal and external to the
separate physical systems)

Pi - Number of functions performed by the ith sys-
tem

ICMj - Interface Complexity Multiplier
Q - Cycloramic Complexity

In Eq.(1),
∑N1

i=1 P
2
i /N1 is the Node Complexity Distribution

(NCD) term,
∑N2

j=1 ICMj is the Interface Complexity (IC)
term, and 1+ logQ is the Cycloramic Complexity (CC) term.
The definition of architectural complexity in Eq.(1) is partially
motivated by the complexity studies in [14, 21–23]. It is worth
to point out that the complexity definition in [14] is a special
case of our definition.

The purpose of introducing α, β and γ as three exponential
weighting factors is to further incorporate domain-related
knowledge and the experiences of experts in the measure of
architectural complexity. The definition in Eq.(1) not only
reflects objective evaluation factors, i.e., NCD, IC and CC,
but also incorporates subjective measures that can be obtained
from different stakeholders in the overall architecture design,
e.g., engineers from integrated and sub-systems design, the
BRIDGE system users, and decision makers from different
government departments. In comparison with the complexity
definition in [14], Eq.(1) aims to better reflect the practical
designing process. It can be used for alternatives analysis and
evaluation on various types of complex systems and SoS.

In the measure of the architectural complexity of the BRIDGE
system, only the NCD and the CC term are considered, since
interface complexity is too complicated to be evaluated in this
case. Specifically, by choosing β = 0 the IC term in this study
is cancelled. Based on Table II, the NCD term of the BRIDGE
system can be calculated, as follows :
N1∑
i=1

P 2
i /N1 =[(62 + 52 + 102 + 62 + 52 + 102 + 42 + 32 + 42

+ 42 + 102 + 22 + 12 + 22 + 12 + 52 + 22)]/17

=30.4706
(2)



TABLE I. THE OVERVIEW OF THE BRIDGE SYSTEM IN THE SCENARIO

No. Phase in the Rescue 
Work Time Components of the BRIDGE system People in the Rescue Work 

1 Initial Phase 

10:02 BRIDGE Master Operational Management Team, Search & Rescue Team 
10:05 BRIDGE Resource Manager Operational Management Team 
10:08 BRIDGE Resource Manager Operational Management Team, Incident Commander 
10:05-
10:10 

BRIDGE Information Aggregator, BRIDGE 
Master Operational Management Team 

10:15 BRIDGE Planner, BRIDGE Risk Modeller Operational Management Team 

2 Establishing Phase 

10:20 BRIDGE Master Incident Commander 
10:20 BRIDGE e-triage RFID Incident Commander 
10:20 BRIDGE Master Incident Commander 
10:20 BRIDGE Mesh Search & Rescue Team 
10:20 BRIDGE Master Incident Commander 
10:20 BRIDGE Planner Incident Commander 
10:20 BRIDGE Risk Manager Incident Commander 
10:20 BRIDGE RescueMe Persons in Chemo 
10:20 BRIDGE Mesh Persons in Chemo 
10:20 Repositories of the BRIDGE System Persons in Chemo 
10:20 BRIDGE Master Persons in Chemo 
10:28 BRIDGE RescueMe Incident Commander 
10:28 BRIDGE Planner Incident Commander 
10:28 BRIDGE Risk Manager Incident Commander 

10:30 BRIDGE Master Incident Commander, Incident Commander Team, 
Operational Management Team 

10:32 BRIDGE Master Incident Commander, Operational Management Team 

10:34 BRIDGE Master, BRIDGE Resource Manager, 
Risk Modeller and Planner Incident Commander, Deputy of Incident Commander 

10:34 BRIDGE Public Information Collector Group, 
Risk Modeller Operational Management Team 

10:36 BRIDGE Master Incident Commander 
10:36 Risk Modellers Incident Commander Team 
10:36 BRIDGE Master Incident Commander Team 

3 Implementation Phase 

10:51 BRIDGE Mesh The Technical Assistant (Incident Commander Staff) 
10:51 BRIDGE Communication Manager The Technical Assistant (Incident Commander Staff) 
10:51 BRIDGE Information Collector Group Incident Commander 
11:05 BRIDGE Planner Incident Management Team 
11:10 BRIDGE Risk Modeler Operational Management Team 

11:10 BRIDGE Distributed Expertise Integration 
Network 

 
Operational Management Team 

11:10 BRIDGE Beacons The Search and Rescue Team 
11:15 BRIDGE Expert Network Builder Operational Management Team 
11:15 BRIDGE Risk Modeller Experts 
11:40 BRIDGE Broadcaster Media Officer in Operational Management Team 
11:40 BRIDGE Risk Manager Operational Management Team 
11:40 BRIDGE Master Incident Commander 
11:40 BRIDGE Planner Medical Staff 
11:40 BRIDEG eTriage tools Medical Staff 
11:40 BRIDGE Monitoring System Medical Staff 
11:40 BRIDGE RescueMe Commanding Staff 

4 International 
Collaboration 

14:30 Helicopter A Task Force (The Dutch Fire Fighters) 

14:30 Repositories of the BRIDGE System BRIDGE 
Master The Dutch Fire Fighters Organization 

14:30 BRIDGE Risk Manager The Dutch Fire Fighters Organization 
14:30 BRIDGE Resource Manager The Dutch Fire Fighters Organization 

14:30 BRIDGE Planner The Dutch and the German Incident Commander, The Dutch 
and German Fire Fighting Forces 

14:30 Sensors The Dutch Fire Fighters Organization 
14:50 Sensors First Responder 
14:50 Gas Masks First Responder 
14:50 Gas Detectors First Responder 

To analyze the CC term of the BRIDGE system, one first
needs the program control graph for the BRIDGE system,
as illustrated in Fig. 2. Each element (Row i, Column j)
(i = 1, · · · , 19; j = 1, · · · , 9 ) represents a component
of the BRIDGE system along with the corresponding sub-
function that each component can perform. Each element can
be considered as a node in the program control network. There
exist node connections between nodes in two adjacent rows.
For example, there are five edges between (Row 1, Column 1)
and (Row 2, Column i) (i = 1, · · · , 5) and so on. The number
of total edges and total nodes are also listed in the last two

columns in Fig. 2.

Using Fig. 2, the CC term of the BRIDGE system can be
calculated as follows:

1 + logQ =1 + log(e− n+ 2p)

=1 + log(265− 80 + 2× 1)

≈3.27
(3)

where e represents the total number of edges in Fig. 2, n is
the total number of nodes in Fig. 2 and generally p = 1 [14].



Fig. 1. Activity flow diagram for “The Chemical Incident”.

TABLE II. AVAILABLE SYSTEM-TO-FUNCTION MAPPING
 

Available System System 
Abbreviation System Type Function 

1.1 1.2 1.3 1.4 2.1 2.2 2.3 2.4 2.5 3.1 3.2 3.3 3.4 3.5 3.6 4.1 4.2 4.3 4.4 
BRIDGE Resource Manager (6) ReMa Providing Information on Resources, Part of BRIDGE Master X    X X  X  X    X      
BRIDGE Information Aggregator (5) IA Combining Incoming Situation Reports      X  X  X X   X      

BRIDGE Planner (10) Planner A Command Tool for Planning and Coordinating Personnel Tasks and Responsibilities, 
Part of BRIDGE Master  X  X   X  X   X X  X X  X X 

BRIDGE Risk Modeller (6) RiMo Part of BRIDGE Master  X         X X X   X  X  
BRIDGE e-triage RFID (5) RFID Collaborating System     X X  X      X    X  
BRIDGE Mesh (10) Mesh Network X X X  X X  X  X X   X   X   
BRIDGE Risk Manager (4) RiMa Part of BRIDGE Master      X  X   X       X  
BRIDGE RescueMe (3) RescueMe Collaborating System X X                 X 
Repositories of the BRIDGE System (4) Repositories Information Repositories     X   X  X    X      
BRIDGE Public Information Collector Group 
(4) PICG Part of BRIDGE Master      X  X  X    X      

BRIDGE Communication Manager (10) CM Managing the Network and Supporting the Construction of Communication 
Infrastructure X X X  X X  X  X X   X   X   

BRIDGE Distributed Expertise Integration 
Network (2) DEIN Part of BRIDGE Master             X     X  

BRIDGE Beacons (1) Beacons Different Sets of Integrated Sensors (Collaborating System) X                   
BRIDGE Expert Network Builder (2) ENB Part of BRIDGE Master             X     X  
BRIDGE Broadcaster (1) Broadcaster Part of BRIDGE Master X                   
BRIDEG eTriage tools (5) eTriageT Collaborating System     X X  X      X    X  
BRIDGE Monitoring System (2) MS Part of BRIDGE Master   X              X   

Note: ‘X’ represents the system can perform the corresponding function. 
 

 

To compute the architectural complexity of the system, it
is also necessary to estimate the two exponential weighting
factors α and γ in Eq.(1). These can be estimated from experts
ratings on the relative importance of the two complexity
indicators to the architectural complexity of the system. To
this end, a questionnaire is used to ask experts about the
relative importance of the two complexity indicators. This
questionnaire is illustrated in Table III.

TABLE III. QUESTIONNAIRE FOR EXPERTS ON THE RELATIVE
IMPORTANCE OF THE NCD TERM AND THE CC TERM TO THE

ARCHITECTURAL COMPLEXITY OF THE BRIDGE SYSTEM.

Relative Values ( NCD
CC ) 2 3/2 4/3 1 3/4 2/3 1/2

Ratings I II III IV V VI VII

In total, seven different ratings are used in the question-
naire, ranging from “extremely important” (Rating I, relative
importance value NCD

CC = 2) to “extremely unimportant”
(Rating VII, relative importance value NCD

CC = 1/2). Every
expert from a related field is asked to give an assessment on
the relative importance of the NCD term and the CC term
to the architectural complexity of the BRIDGE system. For
illustration purposes, an example rating derived from answers
by seven (fictitious) experts is listed in Table IV.

Based on the experts ratings, the estimates of the exponential
weighting factors α and γ associated with the two complexity
indicators can be obtained. The relative importance value of
the NCD term with the CC term to the architectural complexity



 Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 Column 7 Column 8 Column 9 Number of Total Edges Number of Total Nodes 

Row 1 1.1 ReMa 1.1 Mesh 1.1 RescueMe 1.1 CM 1.1 Beacons 1.1 Broadcaster     6 

          30  

Row 2 1.2 Planner 1.2 RiMo 1.2 Mesh 1.2 RescueMe 1.2 CM      5 

          15  

Row 3 1.3 Mesh 1.3 CM 1.3 MS        3 

          3  

Row 4 1.4 Planner          1 

          6  

Row 5 2.1 ReMa 2.1 RFID 2.1 Mesh 2.1 Repositories 2.1 CM 2.1 eTriageT     6 

          48  

Row 6 2.2 ReMa 2.2 IA 2.2 RFID 2.2 Mesh 2.2 RiMa 2.2 PICG 2.2 CM 2.2 eTriageT   8 

          8  

Row 7 2.3 Planner          1 

          9  

Row 8 2.4 ReMa 2.4 IA 2.4 RFID 2.4 Mesh 2.4 RiMa 2.4 Repositories 2.4 PICG 2.4 CM 2.4 eTriageT  9 

          9  

Row 9 2.5 Planner          1 

          6  

Row 10 3.1 ReMa 3.1 IA 3.1 Mesh 3.1 Repositories 3.1 PICG 3.1 CM     6 

          30  

Row 11 3.2 IA 3.2 RiMo 3.2 Mesh 3.2 RiMa 3.2 CM      5 

          10  

Row 12 3.3 Planner 3.3 RiMa         2 

          8  

Row 13 3.4 Planner 3.4 RiMa 3.4 DEIN 3.4 ENB       4 

          32  

Row 14 3.5 ReMa 3.5 IA 3.5 RFID 3.5 Mesh 3.5 Repositories 3.5 PICG 3.5 CM 3.5 eTriageT   8 

          8  

Row 15 3.6 Planner          1 

          2  

Row 16 4.1 Planner 4.1 RiMo         2 

          6  

Row 17 4.2 Mesh 4.2 CM 4.2 MS        3 

          21  

Row 18 4.3 Planner 4.3 RiMo 4.3 RFID 4.3 RiMa 4.3 DEIN 4.3 ENB 4.3 eTriageT    7 

          14  

Row 19 4.4 Planner 4.4 RescueMe         2 

 Sum 265 80 

 

Fig. 2. Program control graphs for the BRIDGE system architecture

TABLE IV. EXPERTS RATINGS ON THE TWO COMPLEXITY INDICATORS
ACCORDING TO THEIR RELATIVE IMPORTANCE TO THE ARCHITECTURAL

COMPLEXITY

Expert No. 1 2 3 4 5 6 7

Ratings IV III V II IV IV III

is given below:(
N1∑
i=1

P 2
i /N1

)α
= r · (1 + logQ)

γ
, (4)

where r is the rating value. Taking the logarithm on both sides,
gives

α log

(
N1∑
i=1

P 2
i /N1

)
− γ log (1 + logQ) = log r. (5)

Since the expert rating can only provide a pairwise relative
evaluation of the importance of the complexity indicators, an
exponential weighting factor first needs to be determined as
a benchmark in order to determine the others. In this case,γ

is set to 1. Then, α can quickly be estimated by averaging
the experts rating results in the logarithmic domain. As an
example, the estimates of α and γ for the BRIDGE system
can be obtained by using the experts rating results in Table IV
as below:

α = 0.3757, γ = 1.0000. (6)

With α and γ available, the architectural complexity of the
BRIDGE system can be calculated as:

C = 30.47060.3757 × 3.271.0000 = 11.8043. (7)

IV. CONCLUSIONS

This paper introduces a new approach for the analysis and
evaluation of architectural complexity of complex emergency
rescue management systems. The BRIDGE system, a typical
large-scale emergency rescue management system, is used to
illustrate this approach. A new definition of architectural com-
plexity is thereby introduced for this purpose. This definition
of complexity uses additional exponential weighting factors
to model the domain-related significance of several existing
complexity indicators, which are widely used for assessing the



architectural complexity of various types of complex systems
and SoS. These exponential weighting factors can be readily
estimated from a sequence of experts ratings, thereby enable
a natural way to further incorporate the subjective experiences
of experts and domain-related knowledge into the definition
of architectural complexity. This new definition of architec-
tural complexity provides a tool for the design of emergency
rescue management systems in the conceptual and architectural
designing phases.

For future work, our aim is to use this definition of architec-
tural complexity to compare various alternatives of emergency
rescue management scenarios, so that an optimal alternative
proposal selection can be made that is tailored to the crisis at
hand.
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